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Trade-Off Generality Versus Performance



Network Stack Packet Flow

Standard Network Stack:



Network Stack Packet Flow

Standard Network Stack: HPC Optimized Network Stack:



 

Problem Space

• Two orthogonal problems:
• High performance computing (performance)
• Dynamic packet forwarding (algorithms)



 

Problem Space

DNAC: Dynamic Network 
Acceleration for multi-Core 

• Two orthogonal problems:
• High performance computing (performance)
• Dynamic packet forwarding (algorithms)



Feedback type Description Controller type

Packet 
congestion

Packets are dropped by the application as 
a consequence of the application being 
congested.

closed-loop 
control

Packet 
relevance

Packets are dropped by the application as 
a consequence of the packet not being 
relevant to the application.

open- or closed-
loop control

DNAC: Feedback Scenarios



(1) Packet DMA to memory
(2) Forwarder processes packet
(3) Forwarder passes packet to application
(4) Forwarder drops packet
(5) Closed loop feedback from ring
(6) Closed loop feedback from application
(7) Open loop configuration

DNAC: Data Flow



Feedback type: packet congestion | controller type: closed-loop 

Algorithm: TED Queuing (Tail early dropping). A queuing policy that, upon 
congestion, drops packets from the tails of each connection, preserving the heads, 
by dynamically computing a connection cut threshold. 

Feedback type: packet relevancy | controller type: closed-loop 

Algorithm: Packet shunting. Bro workers communicate packet shunting decisions 
to the forwarder. 

Feedback type: packet relevancy | controller type: open-loop 

Algorithm: Packet prioritization. Certain packets carry higher degrees of 
information. Example: dropping a FIN packet has both semantic implications at the 
protocol level and impacts performance as the upper layer needs to rely on 
expensive timeouts to free connection context. 

DNAC: Feedback Classes



TED Queuing



DNAC: Packet Processing Engine
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DNAC: Performance Evaluation



 

R-Scope Appliance

• High-performance network analyzer running Bro*

* Bro project: www.bro.org



DNAC: Performance Evaluation



DNAC: Performance Evaluation



DNAC: Performance Evaluation



Trade-Off Generality Versus Performance
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Providing Network Visibility at SC2015 (SCinet)

6 x R-Scope systems (6 x 10 Gbps) providing real time Bro* analytics

* Bro project: www.bro.org



 

Providing Network Visibility at SC2015 (SCinet)

R-Scope Appliance 
running DNAC
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