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Wondering	about	the	title?	J
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Transforming	R&E?

Unusual	Collaboration?

Relevance	to	INDIS,	i.e.,	networking	+	data	intensive	science?



“Convergence”	as	a	new	R&E	paradigm
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GRAND CHALLENGES 
FOR ENGINEERING

Introduction 

Throughout  human history, engineering 
has driven the advance of  civilizat ion.  

From the metallurgists who ended the Stone 
Age to the shipbuilders who united the 
world’s peoples through t ravel and t rade, 
the past  witnessed many marvels of  engi-
neering prowess. As civilizat ion grew, it  was 
nourished and enhanced with the help of  
increasingly sophist icated tools for agricul-
ture, technologies for producing text iles, 
and invent ions t ransforming human interac-
t ion and communicat ion. Invent ions such as 
the mechanical clock and the print ing press 
irrevocably changed civilizat ion.

In the modern era, the Industrial Revolut ion 
brought  engineering’s infl uence to every 
niche of  life, as machines supplemented and 
replaced human labor for count less tasks, 
improved systems for sanitat ion enhanced 
health, and the steam engine facilitated 
mining, powered t rains and ships, and pro-
vided energy for factories.

Make solar energy 
economical  7

Provide energy 
from fusion  10

Develop carbon 
sequestration 
methods  13

Manage the 
nitrogen cycle  16

Provide access to 
clean water  19

Restore and improve 
urban infrastructure  22

Advance health 
informatics  25

Engineer better 
medicines  30

Reverse-engineer 
the brain  34

Prevent nuclear 
terror  37

Secure cyberspace  40

Enhance virtual 
reality  42

Advance personalized 
learning  45

Engineer the tools of 
scientifi c discovery  48

Convergence 

•  Deep integration of knowledge, tools, and ways 
of thinking from life and health sciences, 
physical, mathematical, and computational 
sciences, engineering disciplines, and beyond 

•  Does convergence represent a new paradigm 
in science and engineering research? 

7)

Pramod Khargonekar
Assistant	Director	for	Engineering

National	Science	Foundation

Challenges	for	Academic	Institutions	–

How	to	create	flexible	organizational	
structures	to	enable	convergence	research	
paradigm	change?



How	a	“Typical	Faculty	Member”	Collaborate
• My	own	little	GENI	exercise	(2009-2012)
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OpenFlow	
Campus	Trial

Security
w/	Brooks
Clemson

Pervasive	P2P
w/	Shen
Clemson

Network	Coding
w/	Ramanathan,	
UW-Madison

EAGER experiments
Accelerated	Cloud	

w/	Smith
Clemson
SDR

w/	Noneaker
Clemson

NetFPGA lab

Campus operation & expansion

GENI	Racks
InstaGENI,	ExoGENI

GENI	WiMAX
w/UW-Madison

Spiral 4

OpenFlow	Mesh	and	
Mobility	Management

OpenFlow wireless

On-demand	VM	Cloud
w/	Goasguen (CS)

IT	Engagement;	CI	Team
Data	Analysis	Network	

w/	CCIT	+	CI	Team

Faculty:	1 Student	G:	2 UG:	1 Engineers:	2Student	G:	3 UG:	7 Engineers:	3Faculty:	5 Student	G:	9 UG:	8Student	G:	11 UG:	8Student	G:	13 UG:	8Faculty:	7Faculty:	8Faculty:	10 Engineers:	5



The	Model	of	Collaboration	…
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Classic,	single	researcher-centric	collaboration



Scaling	Up?
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“Project	Collaboratives”
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GENI BDHub USIgnite iPlant/
CyVerse

Earth-
Cube

…OSG LHC



A	Look	at	Some	of	Our	Recent	Projects
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CC*	(3	projects) CIF21	DIBBS:	
Tripal

CloudLab NRT-DESE

People 10+	organizations
10+	PIs
10+	
students/postdoc
~10	staff/engineer

4	organizations
5+	PIs
1 SW	FTE
N	students

6	organizations
9	Pis
10+	staff

7	colleges
14	departments
28	faculty
24	students

Infrastructure I2	+	CU	+	NIH I2	+	CU,	WSU,	
UTenn,	UConn +	
NIH

I2	+	UT +	CU	+	
WI

TBD

Scale Three 3-year	
projects,	$1.5M

3-year	project,	
$1.5M

3-year	project,	
$10M

5-year project,	
$3M

Communities • IT
• Computing &	

Networking
• Genomics
• Bioengineering
• Business
• Open	source
• Companies

• IT
• Genomics
• Networking

• IT
• Computing	&	

Networking
• Broad	“user	

domains”
• Companies

• IT
• Broad	data

sciences
• Computing	&	

Networking
• Companies

Large	degrees	of	collaboration

Mesh	of	new/old	relationships

IT	as	critical	anchor

All	about	Data,	Networks,	Computing



Data	Sciences	at	Clemson

• Campus	wide,	from	STEM	to	humanities
– Distinct	domains	and	forms

• 80	faculty	&	staff	members	with	“data	research”

– Inter-domain	collaboration
• Teams	after	NSF	BIGDATA,	BD-HUB,	NRT-DESE,	CRISP,	…

– University-level	collaboration
• President	survey	of	data	science	curriculum	campus-wide
• Clemson-MUSC	Joint	PhD	Program	on	Biomedical	Data	
Science	&	Informatics
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Clemson	Big	Data	Research	Survey
led	by	Alex	Feltus,	Prof.	of	Genomics
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Collaboration	structure	among
• 80	faculty	&	staff
• 5	colleges,	27	

depts/centers/institutes,	31	groups
• 15	industrial	sectors,	32	partners	
• 7	sponsor	agencies

Data	sciences	come	in	different
• Domains,	scales,	forms,	methods

Collaboration	not	always	easy
• Researcher	herding	researchers

• Good	shepherds	needed!
• Word-of-mouth	+	leap	of	faith
• Always	under	time	pressure
• True	collaboration	takes	time	&

understanding	of	mutual	priorities



PI:	Dr.	Sez Atamturktur Russcher
Distinguished	Professor	of	Intelligent	Infrastructure

Glenn	Department		of	Civil	Engineering
Clemson	University

NRT-DESE:	PROACTIVE
Highly	Cross-disciplinary	Data	Science	R&E

• 7	colleges,	14	departments,	28	faculty,	…
• “Preparing	Resilient	and	Operationally	Adaptive	Communities	

through	an	Interdisciplinary,	Venture-based	Education”
• PROACTIVE	will	respond	to	the	urgent	need	for	professionals

capable	of	crossing	disciplinary	boundaries
to assess technological	and	societal	risks	with	models	and	data,	
to communicate those	risks	to	decision	makers,	and
to devise strategies that	improve	community	resilience	to	
natural	or	man-made	disasters.	
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Figure 5: Examples of integrated model development
for supporting decision making.

As	the	project	takes	shape,	
it	becomes	apparent	the	
program	needs	a	university	
level	platform	-
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Clemson Center of Excellence for Next Generation Computing & Creativity 
FACULTY	STUDENTS	

STAFF	 COMPUTING	

RESEARCH	&	EDUCATION	
								FORWARD	

• Next	Genera*on	Research	&	Educa*on	will	
transcend	domain	boundaries	

	

• Knowledge	&	Resource		across	university	
==	ingredients	for	success	

	

• Collabora*on	takes	efforts,	but	its	worth	it	
and	easier	with	a	system!	

	

• “Collabora*on”	as	pervasive	as	an	IT	service	
brings	transformaKon	to	our	university		

As	an	unprecedented	experiment,	we	–	a	group	
of	like-minded	faculty	partners	with	CCIT	to:	

• Develop	innovaKve	learning	environments	for	
our	students	&	faculty,	

• Develop	technology	&	human	infrastructure	
for	research,	

• Develop	cross-campus,	naKonal,	and	global	

partnerships	

Building	on	our	success	in	teamed	science	in	

na7onally	collabora7ve	ini7a7ves	

One Team – Multiple Fronts for Collaboration 
Compu&ng	 Geospa&al	Technologies	 Crea&vity	

HPC	 Data	Science	 Visualiza&on	 Cybersecurity	 Educa&on,	
Outreach	&	
Training	

Clemson	and	Beyond!	

We	believe	COE	can	transform	university	R&E,
By	Assisting	Researchers	to	Envision

Cross-disciplinary	by	default Collaborate	by	default Big	teams	&	grand	challenges
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Background & Mission
Center Mission:
Build a community of 
interdisciplinary geospatial 
science practitioners through 
the support of research, 
teaching, and outreach 
activities using technologies 
that enable the collection, 
analysis, and application of 
spatial data across disciplines.

• CCGT provides services 
advancing academic and 
research excellence for all 
Clemson faculty, students, and 
staff.

• CCGT was initiated as a 
component of the CoE in 2015 
through a partnership between 
CCIT & Libraries, but has already 
grown to be a valuable 
component of Clemson’s core 
campus infrastructure.

Clemson	Center	for	Geospatial	Technologies
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Training & Instruction
14 courses supported 
31 workshops developed 
57 workshops delivered
766 workshop attendees

Faculty (16)
Researchers (18)
Staff (60)
Students (672)
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Research Support
• Provided 370 one-on-one research consultations: data, analysis, workflows, 
HTC, HPC, programming, visualization, cartography, etc.
• Cyberinfrastructure – storing, publishing, and analyzing real-time data; big 
data & social media, mobile apps, surveys, sensor data; condor cluster for GIS; 
software license management and support
•Research Proposals – supported 9 research proposals engaging >32 faculty 
from over 14 departments totaling >$7M in requests.  Awards ~$3.5M 
(including NSF NRT)    



Some	More	“Unusual”	Collaborations
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CIF21	DIBBS:	Tripal Gateway,	a	Platform	for	
Next-Generation	Data	Analysis	and	Sharing

PIs:	 Stephen	Ficklin1,	Dorrie Main1,	Alex	Feltus2,	Meg	Staton3,	Jill	Wegerzyn4
Senior	Personnel:	 Kuangching Wang5 ,	Sook	Jung1.

1 Washington	State	University,	Department	of	Horticulture
2 Clemson	University,	Department	of	Genetics	and	Biochemistry
3 University	of	Tennessee,	Department	of	Entomology	and	Plant	Pathology
4 University	of	Connecticut,	Department	of	Ecology	and	Evolutionary	Biology
5 Clemson	University,	Department	of	Electrical	and	Computer	Engineering



I2	Topology	courtesy	of	Florence	
Hudson	@	Internet2;	GENI	toplogy
from	www.geni.net

Tripal	Data	Transfer	/	SDN
Research	Data	Transfer	Networks:		Internet2	&	GENI



CyberinfrastructureData Acquisition

e.g. laboratory, 
core facility, 
sensor network… 

Data Mining, Visualization & Online Analytics.

e.g. online databases, web services, semantic web, 
web-based analytical tools 

noSQL
Databases

Relational	
Databases

Filesystems

Data	Storage	&	
Management

M
et

a 
D

at
a

Data Transfer

local, national 
and global 
network 
infrastructure

Data Integration, 
Processing & Analysis

e.g. parallel high-
performance and high-
throughput computing, 
GPUs, co-processors, 
MapReduce.

Data Exchange: 
Semantic Web, 
Web Services



SDN	+	NFV	+	Cybersecurity	+	Science	DMZ
+	ASU,	GENI,	CloudLab,	PEERING,	Internet2 &	Internet!
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SDXAS1 AS2SDX

SDX

SDX

AS C BGP Table!
20.0.0.0/24! i!
30.0.0.0/24! i!
40.0.0.0/24! i!
global entries..!

AS A BGP Table!
20.0.0.0/24! B-C!
30.0.0.0/24! B-C!
40.0.0.0/24! B-C!
global entries..!

Flow Table!
Matches! Actions!

In! nw_dst:30.0.0.25! nw_dst:10.0.0.1!
Out! nw_src:10.0.0.1! nw_src:30.0.0.25!

AS A!
AS B!

AS C!

AS B BGP Table!
20.0.0.0/24! C!
30.0.0.0/24! C!
40.0.0.0/24! C!
global entries..!

Flow Table!
Matches! Actions!

In! nw_src:30.0.0.25! nw_src:10.0.0.1!
Out! nw_dst:10.0.0.1! nw_dst:30.0.0.25!

Static Internal IP!
10.0.0.1!

Current: ! 30.0.0.25!
Up Next:! 30.0.0.88!

30.0.0.95!
40.0.0.60!

Current: ! 30.0.0.25!
Up Next:! 30.0.0.88!

30.0.0.95!
40.0.0.60!

the runtime throughput of each virtual IDS instance and the rates of traffic flows of the virtual IDS instance. If
the throughput is smaller than the aggregated rates of incoming flows, the virtual IDS controller considers the
virtual IDS instance is overloaded.

We can model the virtual IDS provision problem as follows. Given an overloaded virtual IDS with the following
parameters:

• Each state si has an update cost of ↵i.
• Runtime throughput ⌘;
• There are k flows associating with the state si. The rates of the flows are �si,1,�si,2, ...,�si,k

• Traffic-overload condition
Pm

i=1

Pk
j=1 �si,j > ⌘

We want to solve
• The number of new virtual IDS to be created, n, in order to solve the overload.

To meet the following goals:
• Overload Elimination. After scaling, the overload condition must be solved.
• SLA Satisfaction. Each new virtual IDS must satisfy the throughput requirement defined by SLAs.
• Minimum Cost. The total cost, the sum of migration cost and update cost, are minimized.
• Resource Optimization. The number of new virtual IDS is optimal.
We will adopt a three-step heuristic approach which is derived from our recent work [23] to find a solution

that achieves these goals. In Step 1, we first estimate n. In Step 2, we use Inter Linear Programming (ILP) to
solve for states to be migrated. In Step 3, If there is no solution for Step 2, this means that our prediction of n in
Step 1 is too small. Then, we increase n by one and perform Step 2 again.

2.3 Task 3: Cloud-based Federation for the Science DMZ
In this task, we will design a cloud-based federation mechanism for SCIGUARD to support security policy auto-
matic testing and security intelligence sharing, as depicted in Figure 9.

Figure 9: Cloud-based federation.

It is not easy to manage security policies in IDS systems. When security situations are changed, the IDS
operators may need to change exiting security polices or define new security policies, test the validation of
changed or new policies, and finally integrate those policies into existing IDSes. This cycle may take a long

Project Description–10

• NSF	CICI:	Secure	and	Resilient	Architecture:	SciGuard:	Building	a	Security	
Architecture	for	Science	DMZ	Based	on	SDN	and	NFV	Technologies

(#1642143, SDN-NFV-Cyber	security	collaboration)

• NSF	SATC	EAGER:	Towards	a	Traffic	Analysis	Resistant	Internet	Architecture	
(#1643020,	SDN-Cybersecurity	collaboration)



A	Special	Project	for	2016
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Yes,	we	meant	research	J:
Twitter	Data	Gateway

+	Streaming	Data	Analytics
+ Real	time	GIS	rendering

Courtesy	of:
Patrick	Claflin,	Patricia	Carbajales,	Palak
Matta,	Blake	Lytle,	Clemson	Center	of	
Geospatial	Technologies



Digital	Humanities	Data	+	Computing
Project	ATLMaps,	by	our	friends	in	Atlanta

INDIS	Workshop	at	SC16
22

ATLMaps.com is	a	project	led	by	Georgia	State	
University	and	Emory	University,	a	web	platform	
hosting:
• Maps:	Atlanta	maps
• Data:	Myriad	of	geo-coded	city	data	archives
• VR:	3D	Atlanta	Explorer

Imagine	endless	more	data	that	can	be	on	it.



From ACI-REF to CaRC
• Award for NSF-sponsored workshops held in 2012 helped define the 

needs of the broader community

• Goal:  Advance our nation's research & scholarly achievements 
through the transformation of campus computational capabilities 
and enhanced coupling to the national infrastructure.



Back	to	INDIS:
A	Critical	Role,	A	Significant	Time

• We	all	understand	the	need	of	convergence.
• The	solution	is	not	hard	to	envision,	but	…

– It	is	NOT	in	the	usual	“business	model”	of	the	day
– People	collaborate,	appreciate	team	work,	but	few	have	the	time,	visibility,	

and	leverage	to	enable	innovative	partnership.

• The	R&E	networks	are
– Already	highly collaborative
– Well	positioned	to	connect	distinct	domains	and	communities
– A key	enabler	and	good	shepherd	for	collaboration!

• Lets	solve	some	grand	challenges	together	J
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We	Believe	True	Transformations
Are	Around	the	Corner

• We	are	excited	as	we	shape	up	our	Center	of	Excellence.
• We	are	always	interested	to	find	like-minded	partners.
• Many	paths	forward	possible.

Comments	and	collaborations	are	welcome!
kwang@clemson.edu

COME	TO	Booth	#430	for	more	info	&
Featured	talks	on	ACI-REF,	CloudLab	&	more
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