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Big Data Transfer Between Data Centers

o Smallscale data transfer equests

0 Ul )

Bulk data transfer requests
(BDTRS)

DC1 DG

Backbone network

Different types of inter-DC data transfer: BDTR account for a major portion
of traffic.

There exist many state of the art research work about bulk data transfer.
However, most existing solutions for BDTRs are tailored for private cloud

services, hence limiting their generalization and scope of application.
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High-performance networks (HPNSs)

Typical characteristics of HPN include:
> Links with high capacity — up to 100 Gbps
> Capable of bandwidth reservation
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Bandwidth Scheduling (BS) - Architecture

Control plane
Bandwidth
scheduler
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Source DC ~_Data W - Destmation DC

Backbone network

Fig. 1: An example HPN with bandwidth reservation service.
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Bandwidth Scheduling (BS)-Our work

We Investigate a bandwidth scheduling problem for two
types of BDTRs with fixed or variable bandwidth. Our
works include:

v Construct rigorous cost models to define a new
performance metric of user satisfaction degree(USD);

v Formulate a generic problem BS-MRVT and prove its
NP-Completeness and nonapproximable.

~Design a heuristic algorithm FMS-MRV'T for the BS-
MRVT.
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Mathematic Model
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Fig. 2: An example Fig. 3. Aggregated time bandwidth
network topology. list of two links.

B An ATB ( aggregated time bandwidth) of all links can be denoted

as:
(¢[0], ¢[1], Bo[0], b1[0], .wr, by _1[0]). - .. (¢[T — 1], [T, bo[T — 1], b1 [T — 1], ..., by 1 [T — 1]).

where T Is the total number of new time-slots after the aggregation
of TB lists of all |E| links.
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Mathematic Model- BDTRS

" = . f f % i . f
source node the
destinationnode | |  maximum
i+ localarea
the default earliest data deadline . network
transfer start time is O. data size (LAN)

bandwidth |

a boolean variable

= when bf =true, r;is FBRR (Fixed Bandwidth Bulk data
Request);

= Otherwise, it’s VBRR (Variable Bandwidth Bulk data Request).
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Problem Definition -USD(1)

In general, given multiple concurrent user requests, the scheduling

success ratio (SSR), serves as a good indicator for scheduling
performance.

=\\e define a new performance metric of User

Satisfaction Degree (USD) to quantify the transfer
performance of each individual user reauest.
The USD of each r;, denoted by usd;, is defined as:

usd; = a; - (t{/(t7 + 1)) (1)
when a; = 0 (r; IS not accommodated), usd; = 0;
when a; = 1, usd; is maximized if ;& is minimized.
tE e (0,t%  usd; € 0.5,1)
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Problem Definition - USD (2)

Given a set of BDTRs to be scheduled, we calculate the
sum of the USD of all BDTRS as:

t
usd= ) usdi= ), (4 pim)  (2)

ri€eBDTR ri€BDTR

subject to

Y a-dy<cvieEvieoT], ()
r, € BDTR

where C, represents the bandwidth capacity of link | and

b'.(t) denotes the reserved bandwidth for r; on link |

within time slot t.
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Problem Definition - BS-MRVT

We formally define BS-MRVT (Bandwidth Scheduling
for Multiple Reservations of Various Types) as follows:

BS-MRVT Definition: Given a backbone network
G(V,E) with an ATB list for all links and multiple
BDTRs (v, vi¢, td, d;, bm b.f) of two types, either
FBBR or VBBR, we wish to maximize the SSR and the
total USD of all BDTRs defined in Eq. 2 under the
constraint of Eqg. 3.
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Complexity Analysis

BS-MRVT are both NP-complete and nonapproximable.

A SSUSF (single-sink un-splittable flow) [1] problem :
KNoOWN Given G (V, E) with a bandwidth capacity of each link,
NP-hard and a batch of demands{D,, D,, ..., D,}, each D;
denoted as (s; , t, wi=1, d,, C;),

The goal is to find a schedule that maximizes the
number of demands routed successfully under the
link bandwidth capacity constraints.

problem

[1] F B. Shepherd and A. R. Vetta, "The inapproximability of maximum single-sink

unsplittable, priority and confluent flow problems,” Theory of Computing, vol. 13,
no. 20, pp. 1-25, 2017. 14/32



Complexity Analysis --NP-complete (1)

Theorem 1. BS-MRVT is NP-complete.

Proof. The decision version of BS-MRVT is as
follows: G(V,E) with an ATB list for all links,

and multiple BDTRs (v, vd, td, 8., bmax pf), T
does there exist a scheduling strategy such that gy |
the SSR >=m and USD >= n? "~ 'NP-Complete. /

B BS-MRVTisNP. * NP

Given the scheduling options of all VW N

BDTRs, we can calculate the SSR and P/

USD, and verify the correctness of the S~
answer in polynomial time. Hence, BS-
MRVT is NP.
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Complexity Analysis --NP-complete (2)

B BS-MRVT is NP-hard. ()
A problem is NP-hard if a special case of this 7 Nisfhenumber of
problem with a particular input is equivalent "‘thx[k
to a known NP-hard problem [2]. /-—-'g
We construct a special case of BS-MRVT with L N
a particular structure, as shown in Fig. 4: 35 LY

Vi/ l,fvg\l ~—

NI

O A special request r; in the form of

(VS vd 1 J., O, true), Fig. 4: An instance of BS-MRVT with

a particular structure
O Further consider a specific network topology
where the bandwidth could only be reserved
on one single path.
Therefore maximize : y
usd = Z usd; = Z (@i - =) | > S a
r€BDTR r,€BDTR L+ ri€BDTR

[2] R. L. R. T. H. Cormen, C. E. Leiserson and C. Stein, Introduction to Algorithms, 16/32
3rd ed. MIT Press, Cambridge, MA, USA, 20009.




Complexity Analysis --NP-complete (3)

We now show that any instance of the known NP-hard problem
SSUSF(unit-profit case) [1] with the objective to maximize

cardinality can be transformed into the above instance of BS-
MRVT in polynomial time.

BS-MRVT r; (vf,
(special mstance)

v 1 5 5 true) IBDTRs|=k

SSUSF[1] D, (Si,t, 1, d-ig(_?'-i) Demands{D,,D.,...D,}

Obviously, if we have a solution to the instance of SSUSF, we have

a solution to the instance of BS-MRVT with a particular structure,
and vice versa.

Since a special case of BS-MRV'T with a particular structure

IS NP-complete, so is the original BS-MRVT problem.
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Complexity Analysis—Nonapproximable(1)
Theorem 2. BS-MRVT Is Nonapproximable.

Proof . From Theorem 1.3 in [1], we know that we cannot
approximate SSUSF with a factor of O(|E|Y2 <) for any ¢ >0.
Assume that there exists an approximate algorithm with an
approximation ratio of O(|E|Y2~ <) for a certain ¢ > 0 for BS-
MRVT.

We show that this assumption implies a polynomial time
optimal solution to SSUSF [1].

SSUSF (unit-profit case): D, (s;. t. 1. d;. C)).

The objective of SSUSF is to maximize the number of demands routed
successfully under the link bandwidth capacity constraints.
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Complexity Analysis—Nonapproximable(2)

We then construct a corresponding instance of BS-MRVT in
polynomial time.
Firstly, consider a special BDTR r; by setting the parameter
setin (vs, v4, 1, 4, 6, true) to (s;, t, 1, d;, C).
Secondly, consider a specific network topology for BS-MRVT
as shown in Fig. 4,

73

(W)
_ \‘f”/ N 1s the number of
/ V?\' total BDTRs
V) ;
.. */T Fig. 4: An instance of
) VS :
wY BS-MRVT with a
- VTN particular structure
e ’ ., |Yd_j]
: | — e
V2 / 7T
— LV
N
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Complexity Analysis—Nonapproximable(3)

Hence, maximizing the total USD of all BDTRs is equivalent
to maximizing the number of BDTRs that are successfully
scheduled. Obviously, it equivalent to the SSUSF (unit-
profit case) problem that maximizing the number of
demands routed successfully.

We apply the assumed approximate algorithm to the
Instance of BS-MRVT as described above. Obviously, the
assumed approximate algorithm for BS-MRVT finds an
optimal solution to SSUSF (unit-profit case) whenever one
exists. This conflicts with the NP-completeness of SSUSF. []
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A. Algorithm Design of FMS-MRVT

Algorithm 1 FMS-MRVT

Input: An HPN graph G(V, E') with an ATB list of all links,
multiple BDTRs (v$, v, 19, 8;, bmaz b))

FMS_M RVT Output: the total user satisfaction degree usd
(FleXible Multlple I: Initialize variable usd = 0;
] 2: Sort all BDTRs by their deadlines in an ascending order.
SChedU I |ng for For BDTRs with the same deadline, further sort them by
M RVT) Th e their data sizes in an ascending order, and for BDTRs with
. the same data size, FBBRs are placed ahead of VBBRs;
pseudocode IS 3: for each r; : (v, v, ¢4, 5,679 b7} in the set of BDTRs
do

provided In
Algorithm 1.

if bzf == true then
Call Algorithm 2;
else
Call Algorithm 3;

2
usd; = aj + -
"~ 1 T tE‘i_td L]
T 1

usd = usd + wsd;:
10: return wusd.

/

[In the worst case, its time complexity is O(|BDTR|T? (|E|+ |V | log(]V])) }
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Algorithm Design for FBBR

Algorithm 2 FBBR Scheduling
Lines 3-19: We consider each time  Imput: an HPN graph G(V, E) with an ATB list of all links,
an FBBR r; (v}, 'L-'f., tf, 8, BT true)

Slot q W|th|n the range [O, k] Output: a; to denote whether or not r; could be successfully
scheduled, and ECT tF of r; if a; = 1
I: Initialize variables a; = 0 and tF = oc:

aLines7-9, consider each time 7 Jontify the time slot  such that k] < & < ¢k +1J
slots [p, q] in the reverse order, ¥ Initialize variable by = oo
and calculate VPFB paths within ¢ b=min(tres, O;
. . : or g = p = 0

the tlme S|0t I’ange [p, q] (Llne 9) 8 Ug,e apmodiﬁed Dijkstra’s algorithm to compute the

. path with the maximum bandwidth b from v$ to v
mLine 12 calculate the FPFB path within “-”‘{1 slg; P;

o 5 o 9: = min ;)
within the time slots range [p, g], | o for each 1< E do
11: by = min(by, bi[p]):

.Llne 13-19 Chose the Iarger 12: Use a modified Dijkstra’s algorithm to compute the

. path with the maximum bandwidth ¥ from v$ to v¢
bandW|dth Of the FPFB and the within time slots [p, g]:
VPFB determine if the data :i ?flpaﬂj_: ?Eii(ﬁ?fgl 1],t4) — t[p]) = &; and t[p] +
transfer could be completed. If so, | =~ my <t then
set a,=1 and calculate t.5; o=+

. 17 if a; == 1 then
Othel‘WISG, q++; 18: Update the residual bandwidths on the corresponding
path:
19: Break;

20: return a; and ff‘: 23/32




Algorithm Design for VBBR

Line 5 - 16:

consider each time slot
within the range [O, k].
If the remaining data
of r; can be
successfully
transferred within time
slot g, then we set g, to
1 (Line 10) and
calculate the data
transfer completion
time (Line 11);
Otherwise, continue to
next time slot.

Algorithm 3 VBBR Scheduling

Input: an HPN graph G(V, E') with an ATB list of all links,

a VBBR r; (v$, 02, td 5;, b, false)

Rt Rt

Output: a; to denote whether or not r; could be successfully

9
10:
11:
12:

13:
14:
15:
16:
17:

A U o e

scheduled, and ECT tf of r; ifa; =1
Initialize variable a; = 0 and ¢ = 0;
Identify the time slot & such that ¢[k] < t¢ < t[k + 1];
for each l € F do
by = man(bme®, C);
while §; > 0 && ¢ < k do
for each [ € E do
by = min(by, b[q]):
Use a modified Dijkstra algorithm to compute the path
pilgq] with the maximum bandwidth b;[q] from v to v¥
within time slot g;
if 0; < bilg] - (min(ti[g +1],t{) — ti[g]) then
a; = 1:
tf = tilg] + 57
Update the residual bandwidths of the links on paths
pil0], pa[1], - - ., pilgl:
Break:
else
0i— = bilq] - (tilg + 1] — ti[q]):
q+ +:
return a; and tZ.
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B. lllustration of FMS-MRVT(1)

B The example network topology in Fig. 2

B The available bandwidths of the network
links in time slots [0, 5] are shown In Fio. -
ig. 2: An example
Table I: network topology.

TABLE I: Available bandwidths of the links in Fig. 2.

B?nd“”du“‘{C}b/ﬁ_hhhmﬁmh“zlﬂziikjiﬂ_ 0 I > X 4 5
ks —————
Vg — U1 4 2 2 6 2 9
U] — Vg 6 6 3 3 3 S
V] — U2 3 4 5 6 7 10
Vs — U9 1 16 1 13 11 10
v — vg 6 | 14 17 9 10 | 18

B A setof ® r1(FBBR) : (vs,vq, 4s, 10Gb, 15Gb/ s, true)
BDTRs: ° ro(FBBR) : (vs,vg,4s,15Gb, 17Gb /s, true)

o 13(VBBR): (vs,vq,5s,20Gb, 12Gb/ s, false)
25/32



D. lllustration of FMS-MRVT(2)

Step 1: call Algorithm 2 to schedule r,, The computed FPFB
path is v,-v,-v, , the maximum fixed bandwidth is 14Gb/s within
time interval [1s, 2s]. and calculate

= ().778

usdy = 6+1 714

Step 2: call Algorithm 2 to schedule r,, and calculate
usdo = — (.5812.

4—|—2 382

Step 3: call Algorithm 3 to schedule r;, and calculate
= 0.538

Step 4. All of these three BDTRs can be successfully scheduled,
and the overall USD of these three BDTRS is calculated as

usd = 0.778 4+ 1.388 + 0.538 = 1.897
SSR = 100%,

usds = 5+4 3
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A. Simulation Setup

We set the total time slots to span across 20 time units,
and the start time t[0] = 0.

The link bandwidths follow a normal distribution:
b= bmaz . g=3(2)°

100Gb/s a random variable within
the range of (0, 1].

In each run of the simulation, we randomly generate 100-1500
BDTRs '[1"-:’}1*‘511%?; 5;, b pl)

i i R ]
, 1

\\\\\\ true or false

two —_—

randomly 1to 20 1Gbps to 20Gbps

selected

- odes no larger than b;Max, t.d 28/32



B. Performance Comparison in ESnet5

To mimic the real ESnet scenario, we perform our simulations on
the ESnet topology in Fig. 5

Fig. 5: The topology of ESnet [3].

[3] ESnet. https://www.es.net. 20/32



B. Performance Comparison in ESnet5
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Fig. 6: USD comparison of three algorithms in ESnet:  Fig. 7: SSR comparison of three algorithms in ESnet5.

We observe that FMS-MRVT We also observe that FMS-MRVT
outperforms OptFPFB-MRVT and outperforms OptFPFB-MRVT and
Fixed-MRVT by 18-22% and 15-20%  Fixed-MRVT by 50% and 3-5
in terms of USD (As shown in times in terms of SSR (Fig.7).
Fig.6).,
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C. Performance Evaluation in Randomly Networks
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Fig. 8: USD comparison of three algorithms with 500 BDTRs
in different random networks.

Fig. 9: SSR comparison with 500 BDTRs in different random
networks.

TABLE II: Index of 15 large-scale networks.

Index of network 1 2 3 1 5 6 7 8 9 10 11 12 13 14 15
Number of nodes 40 50 60 70 80 % 100 120 150 200 230 260 290 320 350
Number of links 80 100 120 140 160 180 200 240 300 400 450 500 520 540 560

Fig. 8 and 9 show that FMS-MRVT outperforms OptFPFB-MRVT and Fixed-MRVT by 23-
26% and 17-24% in terms of USD, and 50% and 3 times in terms of SSR, respectively.
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> D. Performance Evaluation with Different Loads
In Different Networks

FIME-MRVT
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I CoiF FRE-LRYT I_I-o EPFB-MRWT
B e MR T P
| IR,

2

=

=
=]
m

I
[ )
=)

=

[=2}

R
=
(=~
£
=
T

=5
[
=}
£
=
[ (%]

Scheduling success ratio

User satisfaction degree
=y

1500

Fig. 11: SSR comparison with variable loads in different

Fig. 10: USD comparison with variable loads in different networks.
networks.
We observe that achieves consistently better

performance than OptFPFB-MRVT and Fixed-MRVT in terms of
both USD and SSR. (Fig. 10 and Fig. 11)
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Conclusion

v Formulate an advance bandwidth problem BS-MRVT
with the objective to maximize BDTRs scheduling
success ratio while minimizing the data transfer
completion time of each request;

v Prove the NP-completeness and Nonapproximable
of BS-MRVT;

v Propose heuristics algorithms FMS-MRVT,
Extensive results show that the proposed algorithm
achieve significantly outperform than two other
algorithms.
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