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Big Data 7ransfer Between Data Centers

IR (higher priority)

- . .
-
. . . ’

AR (lower priority)

DCI

Backbone network

= Bandwidth-preemption: when an IR with a higher priority arrives, if the
network 1s heavily loaded, a connection preemption may occur (i.e., the
bandwidth scheduler preempts some existing AR with a lower priority to free

up bandwidths to accommodate the IR).
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High-performance Networks (HPNs)

Esnet OSCARS and
Internet2 ION, known as
High-performance
Networks (HPNs), which
offer IP-based MPLS
tunnels for various
bandwidth reservation
Services.

Nowadays, many modern WAN backbones that connect
geographically distributed DCs, can employ SDN technologies
to create HPNs, which provide bandwidth reservation for big
data transfer.
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SDN-based Bandwidth Scheduling
(BS) Architecture

A control plane

with Global Network Bandwidth

View (GNV) provides scheduler Control plane
real-time network

status information to

the bandwidth ’ ’J_

Scheduler. | A Path DTN Data plane
And the bandwidth

scheduler is Source DC ~ Destination DC
responsible for /\/

reserving or releasing Backbone network

bandwidths for user

requests.
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Collaborative Scheduling -- Our work

We 1nvestigate a co-scheduling problem BS-ARIR for
two types of requests: AR and IR with different priorities.
Our work 1ncludes:

= Construct two types of user request models: AR and IR;

= Define a performance metric of overall user satisfaction (SAT) to
quantify users’ Quality of Experience (QoE);

= Formulate a generic problem BS-ARIR and prove its NP-
completeness.

= Design heuristic scheduling algorithms Min-R-AR for periodic
ARs and Max-S-ARIR for collaborative scheduling of ARs and
IRs.

7/30



Outline

= Introduction

> Mathematic Models

= Problem Formulation|> Preblem Definition
» Complexity Analysis

= Algorithm Design
m Performance Evaluation

m Conclusion

8/30



Mathematical Model - HPN
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Fig. 1: An HPN example of a simple topology. Fig. 2: An ATB list agerecating the TB of three links.

B An aggregated time bandwidth (ATB) of all the three links 1s

(¢[0], [1], b0[0], b1 [0], .., bz _1[0]). - .. (¢[T = 1],¢[T],b0[T — 1], b1 [T — 1], ..., by g 1 [T — 1]).
where T 1s the total number of new time-slots after the aggregation
of TB lists of all |E| links.
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Mathematical Model — AR

7 N

ar(vg,ve, Dy, [t2 tE], p1)

source node |
destination node

data size to be transferred
the earliest transfer start tim'e

the latest transfer end time (deadline)
a specified priority

= The total transfer duration of all AR requests is

TS, TP = [min(t3,#7,....t5_ ), max(t¥ tF, .. tF_ ).
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Mathematical Model — IR
n('*'S z'd Dr 1‘“ (1 po)

The source node i i § the i
The destination node | maximum
. transfer

data size to be transferred .
duration

Random arrival time between [T5, TF]

a specified priority (p,>p;)

The default transfer start time 1s the
beginning of the next time slot to its
arrival time .
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Problem Definition — SAT

The overall user satisfaction for collaborative bandwidth
scheduling of AR-IR 1s defined as follows:

fE _ tf the satisfaction
SAT = Z pP1 - 7 —ILS]—I—[tE—f.S] —" of each aar
reAAR r r ks
d, Lo satisfact
1 Do - the Sal‘l.SfClCZ‘ZOIfl of
2 P g, b
B D3 TS B S (1)
2 P S R - 6]

Note: p, >p,, and p; > p,. A negative satisfaction of
preempted AARs which reflects a certain degree of

. . 12/30
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Problem Definition — BS-ARIR

We formally define BS-ARIR (Bandwidth Scheduling

for Advance Reservation and Immediate Reservation) as
follows:

BS-ARIR Definition: Given a backbone network
G(V, E) with an ATB list for all links and the total
transfer time interval [T S, T ¥] for a batch of AR and
IR requests with different priorities, our objective is to
co-schedule the AR requests for bulk data transfer and
time critical IR requests to maximize the overall user
satisfaction as defined in Egq. 1.
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Complexity Analysis - NP-complete (1)
Theorem 1. BS-ARIR is NP-complete.

Proof. The decision version of BS-ARIR is as

follows: Given an HPN and a set of AR and IR NP-Hard
requests, 1s there a co-scheduling strategy that NP-Complete
returns the overall user satisfaction no less than
a certain SAT? NP
P
N

B BS-ARIR s in NP.

Given the sets of AR, IR, AAR, AIR, and PAR, 1t
1s easy to calculate the overall user satisfaction
using Eq. 1 and compare the result with SAT. We

know that BS-ARIR € NP.
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Complexity Analysis - NP-complete (2)

B BS-ARIR is NP-hard.
We prove this problem 1s NP-hard by proving that a special case

of this problem with a particular input structure is equivalent
to a known NP-hard problem, maxR in [4].

First, we consider a special case of BS-ARIR:
we specify (v, vd, Dyt d,, po)
a certain d: @
te € [T5, TF] ir(vi,ve, Dy, [t% % + d,.], p2)

ar(vs, v, D, [t7,tE], po)

So, the BS-ARIR problem reduces to the problem of maximizing
SAT of scheduling multiple AR requests with different priority

(p1 or p) iIn HPN : ar(vy, vy, Dy, [t7 7], p1/p2)
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Complexity Analysis - NP-complete (3)

Second, we consider a special case of where all AR requests with

the same priority (1.e., p, = p,), and no bandwidth preemption 1s
needed. Therefore, maximizing the overall user satisfaction SAT

reduces to maximizing SA7T "
E _ 4S
th — ¢

SAT' = p1 - — :
D

Consider a special case

t5 =0

Then all the AR request can be represented as:
ar' (vs,ve, D, [0,tEF])

rﬁ
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Complexity Analysis - NP-complete (4)

: : Vs
Third, we further consider a C,D N is the mumber of
particular HPN topology (Fig.3 [!°]), G y total BDTRs
with a unique destination node v o /
and the bandwidth D,./t¥ for each \ ‘,(vt‘\* I @
/,{

link, the transfer end time of each )
request a7’ on the unique path is ¢ /5

\é rs
So, Eq. 2 to maximize SAT ' is \VD
further transtormed to Eq. 3: Fig. 3: An instance of a
particular network structure
SAT" = Z P1/2. (3)
rcAAR

It 1s essentially equivalent to maxR problem in [4].

[4] L. Zuo, M. M. Zhu, and C. Q. Wu, “Bandwidth reservation strategies for scheduling
maximization in dedicated networks,” IEEE Transactions on Network and Service 17/30
Management , vol. PP, no. 99, pp. 1-1, 2018.



Complexity Analysis - NP-complete (5)

That 1s to say, maxR problem[4] 1s a special case of our
BS-ARIR problem. The maxR problem 1s NP-hard [4], so
1s our BS-ARIR problem.

NP-Hard
Along with the fact that ' NP-Complete.
BS-ARIR is in the class of NP, )
we can conclude that NP

BS-ARIR is NP-complete.
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Algorithm Design Overview

Phase 1: Advance
Reservation for
AR Requests.

Phase 2: Immediate
Reservation for IR
Requests

For multiple AR requests, we design a
periodic scheduling algorithm in advance,

which 1s minimum resource occupy first,
Min-R-AR (Algorithm 2).

During the reserved AARSs transfer period,
For an incoming IR request, if the bandwidth
1s not enough for its transfer, we design Min-
P (Algorithm 4) with minimum preemption;
And Max-S-ARIR (Algorithm 5 ) with
maximum overall satisfaction for co-
scheduling.
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Algorithm Design for ARs (Min-R-AR)

Algorithm 2 Min-R-AR(G. AR)

Mlnlmum Resource Input: an HPN graph G(V,E) with an ATB list of all links, and
multiple ARs (v:,vd, D, [t2,tF], py) in set AR
Output: the successfully scheduled AR set AAR, |AAR|
Occupancy ﬁrSt I: Initialize variable |AAR| = 0, AR’ = AR;

. . 2: Draw the current topology G of the HPN within time interval
algOrlthm for mlﬂtlple [TS TF |, which contains all time dots of ARs without duplicates
in the increasing order;
ARS, 3: while AR" # 0 do
. 4:  for ar € AR do
(1.e., first reserve a FPFB s Br=p./¢% ). |
. 6: Prune links with available bandwidth less than B;™*" from
path for the AR with G to obtain graph G
7: Employ the breadth-first search algorithm to compute a path
11 pr With bandw1dth b, and the minimum number h, of hops
the minimum product of D o
. 8: if h, == 0 then
the data size and the 0 1o path for ar-
10 AR’ = AR’ — ar;
number of path hops. ) 1 continue;
12: Or = Dr : hr;
13: ar(D,,pr,b,,0.);
14:  Select the request ar with the minimum o, from AR’;
15: t; = t
1 16: tr = ts + D
For comparison, we also R e

design an algorithm using the 18 |4AR|= IA_ARI +1; o
19:  Identify the time slot intervals overlapping with [¢],¢5];

eXiSting MBDPA algorithm 20:  Update the reEsidua]l bandwidths of links on path p, within
. R time interval [t;,¢;] :
in [1], referred to as Min- 20 AR = AR —ar;

ST — T
BHP-AR(Algorithm 1) 2: SATL= 3. P o

23: return AAR.
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Algorithm Design with Minimum
preemption (Min-P(i,j,b))

Minimum
preemption
algorithm that
1dentifies the AARS
that can be
preempted 1n the
current time window

, to release the

bandwidths for the
transfer of the IR

request.

Algorithm 4 Min-Preemption: Min — P(i, j,b)

INPUT: (i, 7, b), where ¢ and j denote the indices of two time points
in TP, and b denotes the desired amount of available bandwidths in
the HPN within [tp[i], ¢p[;]] after preemption
OUTPUT: NULL or the set of AARs to be pre-
empted
1: Identify set §;; comammg existing AARs with priority value of
I that have time interval overlapping with [tp[i], tp[]]. Inmah/e
time dot set TDS = (, and bandwidth preemption set o[, il=
NULL:
2fori<k<jdo
3. if b(k) < b then
4 Add k to TDS:
5: while |tds| > 0 do
6:  Identify an existing AAR aar,, that has the same
source v®, same destination v® and the longest time
interval o»crlappmg within [tp[i],tp[j]]. and maximum
Y4 =t min (b, b — b(n)). If there are multiple existing
AARs in §j; ;) that result in the same maximum value, then
choose the one with the least scheduled bandwidth;
7 if no AAR is identified then
8: Return NULL.
9. Release the bandwidths of the links on path for aar,,, and
remove aarm, from Sy ), add it to §j; ;;
10 fori<k<jdo
11: if b(k) > b then
12 Remove element k from TDS:;
13: Return S, ;.
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Algorithm Design with Maximum

Satisfaction for BS-ARIR (Max-S-ARIR)

Algorithm 5 Max-S-ARIR(G.AR.IR)
First’ we call Algorithm 2 tO TeScrve Input: an HPI}I %lzaph G(V,E) with an ATB list of all links

within [Y;".T'].qan’cj time dot priority queue ¢p. a set of
AR(vi,vi, Dy, [t7,t], pre)
a FPFB path for eaCh Ofthe AR ()u(putfllhcl ovcrall[tsalitsf:lcgz)n)dcgmc SAT

1: Identify all time dots of ATB within time interval [T, 7T%]

requests, since FPFB path can (including 7' and T'F), and put them in the priority queue #p

in the ascending order:

. : : : 2 AAR = Algorithm 2 within interval [T°,T%];
maintain continuous bandwidth for 3 (L g or v o, (U o) fequest has arcived do

4: For the IR arriving at ¢7 € [I'°,7"]. identify the IR time

future use. interval [tp[i]. tp[i] + d.] that overlaps with time interval
[tp[i], tp[7]]. where ¢p[i] is the time point next to £7:

s Compute a series of VPVB paths within time slot [i, 57 — 1]
such that each path p,.[k] has the maximum bandwidth b, [k] in
different time slot k, for the transfer of the arriving IR within

1 ] i i al i], i1l:
Second, during the transfer time , !}"%L'i—‘_‘;_“;{(:}pggﬁ’;’%k{) 600) > D en
M : (0} ., and update resiaual bandwi S O IInks
interval [T®, TF] of AR requests, we L on path p. within time imerval i, — 1]
. onunue;
1 9 Identify set Sy, ining existing AARs with priority val
calculate a VPVB path for an arriving ’ ?,f-l?;:,{‘)j‘;}li‘xé time 'ifﬁé'll;iii?ﬁiffgggiiE;Epfgj:{;;}jﬁi -
. . < itializ sum = 100, S j = VU Sl =
IR request. If there is no sufficient oo S a
. 11 ori<j =j—1do
bandwidth for the IR request to = D= DS (ol 1 k) B0)
N 13: f}’ti.jlj = Min 'rv(fmnption i,7, m-_‘,-p_n):
transfer before the deadline, the & i Sy == NULL then
N Ist, o 1—1
16: Blum = > .57 ] bi:
scheduler calls Algor.lthm 4 to 5 B St ] == 18] &8 Bl <
preempt some bandwidths from the s AR
19: B_:iun-l = é:‘in\:
AAR. 200  Add IR to set AIR, and update the residual bandwidths of

links on path p, within time interval [i, j']:
21: Add AARs in set i ;4 to the preempted set PAR:
= lS d

A greedy algorithm (Algorithm 3) is alsg ™" = .2a. 7w * 25, 7w -
designed for comparison.

S P2 TR FRE—]

23: RglUlll SAT.
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Simulation Setup -- network

We set the total time slots to span across 20 time units, and the

start time 7= 0.
The link bandwidths follow a normal distribution:

h — pmaz C—%(T.)Q

100Gb/s a random variable within the range of (0, 1].

Simulation experiments used six random networks of

different sizes:
TABLE II: Network sizes.

Index of network size | 2 3 4 5 6
Number of nodes 30 60 80 100 120 150
Number of links 50 120 160 200 240 300
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Simulation Setup -- workload

Scheduling workloads in terms of the number of ARs/IRs

TABLE III: Scheduling workloads.

Index of workload | 2 3 4 5 6
Number of ARs 100 200 400 600 800 1000
Number of IRs 10 20 40 60 80 100

In each run of the simulation, we randomly generate ARs and IRs:

[ 0yS o.d S 4+F
ar(vy, vy, Dy, [t2, 6], p1)
two randomly A random 0-19 1-20 |1
selected nodes integer
IR (v, 137‘?. D,..t%, d,, P2)

LS
I 1 SN
\\
\0

0-20 Random,<20 2 26/30



Performance Evaluation of Min-R-AR
or Multiple ARs
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Fig. 4: In Network 1: SAT evaluation with Fig. 5: In Network 2: SAT evaluation with different Fig. 6: In Network 3: SAT evaluation with different
different AR workloads. AR workloads. AR workloads.
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Fig. 7: In Network 4: SAT evaluation with different Fig. 8: In Network 5: SAT evaluation with different Fig. 9: In Network 6: SAT evaluation with different
AR workloads. AR workloads. AR workloads.
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Performance Evaluation of Max-S-
ARIR Co- schedulmg for AR and IR
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Fig. 10: In Network 1:
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Conclusion

v Formulated a problem of co-scheduling advance

reservation and immediate reservations (BS-ARIR)

with the objective to maximize the number of successfully scheduled
requests and minimize the number of preempted advance reservation
requests, while minimizing the completion time of each request.

v Proved the NP-completeness of BS-ARIR

v Proposed heuristic algorithms Min-R-AR and Max-
S-ARIR and conducted extensive experiments, which
show that the proposed algorithms significantly
outperform other existing algorithms in terms of
overall user satisfaction (SAT).
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